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Sector Outlook
1. Please share your view of the 

current market and it’s impact 
on the housing sector.

2. Can you share any positive 
trends you are seeing in the 
housing sector?

3. Similarly, can you share any 
headwinds you are seeing in 
the sector? What factors could 
change the sector outlook 
from stable?



Rating Analysis

With interest rates remaining high, and prepayment speeds very low, are you 
assessing an HFA’s ability to maintain proper amounts of liquidity? If so, what metrics 
are you looking at to determine this?

How do you view second mortgages? Can you explain your methodology for applying 
haircuts on second mortgages and treatment of seconds when calculating cashflows? 
What type of past payment history can HFA’s provide to receive more credit on its 
second mortgages?  Does the structure of the 2nd (amortizing, deferred, forgivable, 
etc.) affect any potential credit in the haircut calculations?  



Rating Analysis (continued)

Rating agencies reference an indenture’s parity ratio (102, 103%, etc) in press 
releases and other info, but rarely do they mention total $ amount of an indenture’s 
net equity.  With so many HFA’s ramping up production in their indentures, with new 
issuance having a dilutive effect on parity ratios, do you also look at total $ amount 
of parity, or only parity ratios?

Do you have a view on the appropriate amount or use of variable rate debt in an 
indenture?  What is too much?  If you can’t speak to a specific amount, are you able 
to talk around the management of variable rate debt, etc?



Rating Analysis (continued)

Some HFAs are working with nonprofit/philanthropic organizations to 
provide loan guarantees as a form of credit enhancement.  How would 
your agency look at such guarantees to cover construction periods?

What non-financial factors are you looking at when conducting your 
review of an HFA?
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Question 1

Can you share any positive trends you are seeing in the housing sector?
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Subsector Highlights | Housing Finance Agencies

• Median MRB program rating: AA+
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HFA issuer credit ratings and mortgage revenue bond program ratings are all stable

• Median ICR rating: AA
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S&P Global Ratings 21

HFA equity and assets expected to continue growing in 2024, but 
potentially at a slower rate than in 2022 and 2023 

Continued growth in debt expected, leading to a decline in net 
equity-to-debt ratios

Strengthened balance sheets and increased leverage expected in 2024 

Subsector Highlights | HFAs
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Question 2

Similarly, can you share any headwinds you are seeing in the sector? What factors could change the 
sector outlook from stable?
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Sector Trends | What We’re Watching
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Question 6

Do you have a view on the appropriate amount or use of variable rate debt in an indenture?  Or what 
is too much?  If you can’t speak to a specific amount, are you able to talk around the management of 
variable rate debt, etc?
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Question 8

• What non-financial factors are you looking at when conducting your review of an HFA?
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Mortgage Revenue Bond Program (MRBP) 
Methodology 
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Hybrid Work 
Culture 

Debbie Herrera
Director, 
Human Resources, 
CHFA



hybrid work environment
Debbie Herrera, Director, Human Resources



The workplace is no longer merely a physical 
location where we go to work. CHFA values 
employee centered collaboration, engagement and 
connection as fundamental to our culture. CHFA 
will offer flexibility and choice to employees as to 
where they choose to work while encouraging a 
blend of remote and in person work that is 
appropriate and unique to each person.  

The future of work is hybrid.

hybrid: what does it 
mean for chfa



Culture/People

Behaviors and skills to 
successfully work in a 
hybrid environment 
while supporting our 
collaborative and inclusive 
culture.
Behaviors supporting health 
and safety of all employees 
working in person.

Technology

Optimize technology for 
ease of use and inclusivity 
in hybrid work environment
Ensure technology 
facilitates business 
continuity and work 
from anywhere

Space

Optimize in-person work 
areas based on vision and 
employee choice of work 
style, location and 
frequency
Optimize physical spaces 
for health and safety 



the shift



As of April 2022

• Commute   86%

• Focus   75%

• Productivity   74%

• Physical Health  57%

• Family/Child/Elder/Pet 55%

  

Primary reasons to work virtually

• Social Connection          43%

• Collaboration with Colleagues   32%

• Energy – Face to Face         24%

• Office Env. & Equipment         21%

  

Primary reasons to work in office



As of April 2022

Choice and balanced by 
business need

hybrid work 35%

14%
22%

18%

9%

2%

 (14%) Several x/month
 (22%) Day by day
 (18%) 1-2x/week
 (9%) 3-4x/week
 (2%) 100% Office
 (35%) 100% Virtual



As of April 2022

ideal workspace
• Continued flexibility and choice
• Quiet focused space and options 

for in-person collaboration

• No changes to the space at this 
time; will continue to monitor 
going forward.

• New AV in meeting rooms: small 
and mid-sized rooms next week



*As per host organization

• Days of Service and Volunteer Events
• Monthly Coffee Cart
• Community Events, Fairs, Festivals
• Neighborhood Game Boards
• Mission Expedition
• All Staff Events

• All Staff Meetings
• CHFA Chat 
• Select Corporate Giving and Community Events* 

In-person Hybrid

connection 
options

• Tuesday Virtual Coffee
• Friday Focus
• Continuing the Conversation Series
• Virtual Games

Virtual



• All staff have laptop 
for Teams 

• Webcams added to workstations

• Additional meeting room displays and cameras added

• Book conference room 
and Teams 

• Wear a head-set if in 
Teams meetings while in 
open spaces

• Practice sessions for 
meeting room use 

Home Office

technology – hybrid



• What are the main challenges your organization has faced in transitioning to a 
remote or hybrid work environment? 

• How has remote or hybrid work affected employee productivity and engagement 
within your organization? 

• What strategies or tools has your organization implemented to foster effective 
communication and collaboration in a remote or hybrid work setup? 

• How has remote or hybrid work impacted your organization's culture and 
employee well-being? 

facilitated dialogue – hybrid



• What steps has your organization taken to ensure data security and protect sensitive 
information in a remote or hybrid work environment? 

• Have you noticed any differences in leadership or management styles when it comes 
to leading remote or hybrid teams? 

• How do you see the future of remote or hybrid work evolving in your organization and 
the industry as a whole? 

• What are the key factors that determine whether a role is suitable for remote or 
hybrid work? 

• How do you measure the success and effectiveness of remote or hybrid work 
arrangements within your organization?

facilitated dialogue – hybrid



chfa’s results
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As of December 2023

overtime rate – 2019 to 2023
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• Flexibility
• Cost-savings
• Access to broader talent
• Reduced environmental impact

• Collaboration and communication 
(and spontaneous interactions)

• Social interaction
• Non-verbal cues (role modeling, 

mentoring)
• Workplace culture – sense of 

community

Virtual In-person

virtual vs. in-person benefits  



hybrid – best practices
• Meeting etiquette 

• Always include a Teams meeting invite
• Book meeting rooms for in person participants
• Specify if meeting participants should be in-person and /or video-on
• Wear a head-set if in Teams meetings while in open workstation spaces
• Consider use of audio/visual computer/table phone in conference 

room vs laptop 

• Practice inclusion
• Be cognizant to include others in conversations and meetings 

regardless of working in-person or remote

• Establish expectations for hybrid 
• Be respectful!



• Remote and flexibility
• Digital and remote collaboration tools
• Emphasis on well-being and mental health
• Continuous learning and skill development
• Purpose driven work
• Diverse and inclusive where individuals from different backgrounds 

feel valued and respected

future of work



thank you!



Artificial 
Intelligence (AI)

Ezri Terbush
Manager, 
Information Security, 
CHFA



introduction to artificial 
intelligence
Ezri Terbush, Information Security Manager



following/ 
lagging

mainstream leading bleeding edge

chfa’s technology philosophy and ai

CHFA lives here AI is here



• Artificial intelligence (AI) is the ability of machines to perform tasks 
that are typically associated with human intelligence, such as learning 
and problem-solving.

• AI with natural language processing (NLP) refers to the branch of AI 
concerned with giving computers the ability to understand text and 
spoken words in much the same way human beings can.

what is artificial intelligence (ai)?



• Machine Learning (ML) is a branch of AI which focuses on the use of 
data and algorithms to imitate the way that humans learn, gradually 
improving its accuracy.

• Machine learning models fall into three primary categories.
• Supervised machine learning
• Unsupervised machine learning
• Semi-supervised learning

• Deep learning (DL) is a subset of ML algorithms that leverage artificial 
neural networks to develop relationships amongst data ​points.

Source: InfoTech Research Group - An AI Primer for Business Leaders Storyboard – ML and Deep Learning

what is artificial intelligence (ai)?



Source: InfoTech Research Group - An AI Primer for Business Leaders Storyboard - Gen AI

Generative AI (Gen AI)
A form of ML where, in response to 
prompts, a Gen AI platform can 
generate new outputs based upon its 
training data. Depending on its 
foundational model, a Gen AI platform 
will provide different modalities and 
use case applications.

what is artificial intelligence (ai)?



Large Language Models (LLMs) are a type of AI algorithm that uses 
deep learning techniques and massively large data sets to understand, 
summarize, generate and predict new content.

Source: TechTarget - large language models (LLMs)

what is artificial intelligence (ai)?

https://www.techtarget.com/whatis/definition/large-language-model-LLM#:%7E:text=What%20are%20large%20language%20models%20(LLMs)%3F,generate%20and%20predict%20new%20content.


Public LLMs vs Domain Specific LLMs
• Public LLMs are trained on public data available on the internet and are 

prone to “hallucinations” which are query results that are not based on the 
data provided to the LLM. Additionally, using public data can result in Public 
LLMs showing bias based on the data ingested.

• Domain Specific LLMs use vetted data from specific sources which can 
answer questions specific to your business, your customers and possibly 
even your industry.

Source: TechTarget - large language models (LLMs)

what is artificial intelligence (ai)?

https://www.techtarget.com/whatis/definition/large-language-model-LLM#:%7E:text=What%20are%20large%20language%20models%20(LLMs)%3F,generate%20and%20predict%20new%20content.


Open Source LLMs vs Closed Source LLMs
• Open Source LLMs are language models whose source code is publicly available 

and can be freely accessed, used, modified, and distributed by anyone. Open-
source models encourage collaboration, transparency, and community 
involvement. 

• Closed Source LLMs are language models whose source code is not publicly 
available. They are developed and maintained by organizations or companies 
that typically keep the underlying code proprietary and closed to the public. 
These models are often developed as commercial products and may require 
licenses or subscriptions for their use. The specific details of their architecture, 
training data, and algorithms are generally not accessible to the public.

Source: Medium – Types of Open Source LLMs

what is artificial intelligence (ai)?

https://medium.com/@techlatest.net/types-of-open-source-llms-large-language-models-3b7d8b8d1af2


Efficiencies
• The most immediate benefits of Artificial Intelligence is that it has the potential 

to significantly reduce errors and increase accuracy and precision while freeing 
up time for humans to perform more meaningful tasks.

• Decisions made by AI are determined by the information it was trained on and 
a certain set of algorithms. When programmed properly, output errors can be 
reduced significantly.
• For example, in 2020 the AI, DeepMind, was able to predict the shape of proteins using a tool 

called AlphaFold. To date DeepMind has been able to predict approximately 200,000,000 
proteins which is nearly every protein known to science.

Source: New York Times - A.I. Predicts the Shape of Nearly Every Protein Known to Science

what are the benefits of ai?

https://www.nytimes.com/2022/07/28/science/ai-deepmind-proteins.html


• Formatting
• Generative AI models like ChatGPT can create documents based on plain English prompts that can be used to 

build a foundation for documents and communications.
• AI can also summarize documents and communications to highlight key points and takeaways.
• Any AI output, regardless of the complexity, should be evaluated for accuracy as part of responsible AI usage.

what are the benefits of ai?



Innovation
• Here are examples of some different ways to leverage artificial intelligence to 

encourage business innovation: 
• Recommending new ideas based on machine learning algorithms

• Utilize data collection and analysis for uncovering patterns that can help in predicting future 
events

• Leveraging data mining and analysis to improve decision-making processes

• Assist in recognizing potential risks associated with new ideas, such as market risks, 
operational risks, and financial risks

Source: LinkedIn - Unlocking growth: How AI is Fueling Innovation and New Opportunities in Business

what are the benefits of ai?

https://www.linkedin.com/pulse/unlocking-growth-how-ai-fueling-innovation-new-opportunities/


Information Technology and Security
• Protecting data across hybrid cloud environments saving valuable time in 

detecting and remediating potential issues in real time.
• Generating more accurate and prioritized threats by automating incident 

responses and accelerating alert investigations.

• Balancing user access needs and security by analyzing the risk of each login 
attempt and verifying users through behavioral data, simplifying access for 
verified users and reducing the potential of fraud

Source: IBM - AI to accelerate your security defenses

what are the benefits of ai?

https://www.ibm.com/security/artificial-intelligence


AI and the future of the workforce
• New research reveals that nearly one-quarter (23 percent) of U.S. workers are 

concerned that workplace automation leveraging AI will replace their job in the 
next five years. Workplace automation has already impacted nearly 10 percent 
of U.S. workers.

• AI may displace some jobs but will result in the creation of new jobs in data 
validation, auditing, and other oversight roles related to AI due diligence and 
transparency. AI as a tool is designed to create efficiencies but it has its limits. 
Work will always need a human perspective because what AI outputs needs to 
be vetted for accuracy and bias. 

Source: SHRM - Ask HR: Will AI Replace Workers?

what are the risks of ai?

https://www.shrm.org/resourcesandtools/hr-topics/organizational-and-employee-development/pages/ask-hr-will-ai-replace-workers.aspx#:%7E:text=Workplace%20automation%20has%20already%20impacted,encompassing%3B%20it%20has%20its%20limits.


CHFA’s responsible approach to AI
• On October 30, 2023, President Biden signed an executive order on safe, 

secure, and trustworthy AI.
• The Executive Order establishes guidance on, but not limited to:

• AI safety and security
• The protection of Americans’ privacy
• Prioritizing advances in equity and civil rights
• Advocating for consumers and workers
• Promoting innovation and competition

Source: The White House - FACT SHEET: President Biden Issues Executive Order on Safe, Secure, and Trustworthy 
Artificial Intelligence

what are the risks of ai?

https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/


CHFA’s responsible approach to AI
• CHFA aligns to the National Institute of Standards’ (NIST) information security 

and privacy control framework.
• NIST is setting the standards for an AI risk management framework to better 

manage risks to individuals, organizations, and society associated with artificial 
intelligence (AI). The NIST AI Risk Management Framework (AI RMF) is intended 
to improve the ability to incorporate trustworthiness considerations into the 
design, development, use, and evaluation of AI products, services, and systems.

• The framework is undergoing rigorous testing prior to its publication

Source: NIST – AI Risk Management Framework

what are the risks of ai?

https://www.nist.gov/itl/ai-risk-management-framework


CHFA’s responsible approach to AI
• As part of our due diligence, CHFA is evaluating AI solutions using guidance 

provided by the following entities:
• InfoTech Research Group
• National Fair Housing Alliance
• International Association of Privacy Professionals

• The Federal Trade Commission (FTC) and officials from the Department of 
Justice (DOJ), Consumer Financial Protection Bureau (CFPB), and US Equal 
Employment Opportunity Commission (EEOC) have reiterated the importance 
of fairness, equality, and justice as a core tenant of AI system evaluation.

Source: FTC - FTC Chair Khan and Officials from DOJ, CFPB and EEOC Release Joint Statement on AI

what are the risks of ai?

https://www.ftc.gov/news-events/news/press-releases/2023/04/ftc-chair-khan-officials-doj-cfpb-eeoc-release-joint-statement-ai


Automated systems may contribute to unlawful discrimination and otherwise 
violate federal law. Potential discrimination in automated systems may come from 
different sources, including problems with:

• Data and Datasets: Automated system outcomes can be skewed by unrepresentative or 
imbalanced datasets, datasets that incorporate historical bias, or datasets that contain other 
types of errors. Automated systems also can correlate data with protected classes, which can 
lead to discriminatory outcomes.

• Model Opacity and Access: Many automated systems are “black boxes” whose internal 
workings are not clear to most people and, in some cases, even the developer of the tool. This 
lack of transparency often makes it all the more difficult for developers, businesses, and 
individuals to know whether an automated system is fair.

• Design and Use: Developers do not always understand or account for the contexts in which 
private or public entities will use their automated systems. Developers may design a system on 
the basis of flawed assumptions about its users, relevant context, or the underlying practices or 
procedures it may replace.

Source: FTC - Joint statement on enforcement efforts against discrimination and bias in automated systems 

what are the risks of ai?

https://www.ftc.gov/system/files/ftc_gov/pdf/EEOC-CRT-FTC-CFPB-AI-Joint-Statement%28final%29.pdf


AI Blind Spots
• Other technology manifested bias can occur when:

• There are biased feedback loops

• Insufficient or no testing for bias in data outputs

• Lack of diversity in data sets

Source: NFHA – How Technologies Manifest Bias

what are the risks of ai?

https://nationalfairhousing.org/wp-content/uploads/2022/03/SpeakerPPMWebinarSlides_3-22-22.pdf


Real World Examples
• ChatGPT Hallucinates a Court Case

• Steven A. Schwartz, fellow lawyer Peter LoDuca and law firm Levidow, Levidow & Oberman, 
were fined $5,000 for submitting fake citations in a court filing. The judge found the lawyers 
acted in bad faith and made "acts of conscious avoidance and false and misleading 
statements to the court.“ In a written opinion, Judge P. Kevin Castel said lawyers had to 
ensure their filings were accurate, even though there was nothing "inherently improper" 
about using artificial intelligence in assisting with legal work.

• "[Schwartz] stated in the court [hearing], 'I just never could imagine that ChatGPT would 
fabricate cases.’“

Source: UNSW Canberra – This US lawyer used ChatGPT to research a legal brief with embarrassing results. We could all 
learn from his error

what are the risks of ai?

https://www.unsw.edu.au/news/2023/06/this-us-lawyer-used-chatgpt-to-research-a-legal-brief-with-embar
https://www.unsw.edu.au/news/2023/06/this-us-lawyer-used-chatgpt-to-research-a-legal-brief-with-embar


Real World Examples
• Black patients lose out on critical care due to racist algorithm bias

• To compute who should qualify for extra care, the algorithm’s designers used previous 
patients’ health care spending as a proxy for medical needs.

• Because the recorded health care costs of black individuals were on par with those of 
healthier white people, the program was less likely to flag eligible black patients for high-risk 
care management.

• Implicit racial bias also contributes to the health care disparity. Because black patients often 
experience this kind of bias, they receive lower-quality care and have less trust in the doctors 
whom they feel are exhibiting bias.

Source: Scientific American – Racial Bias Found in a Major Health Care Risk Algorithm

what are the risks of ai?

https://www.scientificamerican.com/article/racial-bias-found-in-a-major-health-care-risk-algorithm/


Privacy concerns surrounding AI
• AI systems often rely on vast data to train their algorithms and improve 

performance. This data can include personal information such as names, 
addresses, financial information, and sensitive information such as medical 
records and social security numbers. The collection and processing of this data 
can raise concerns about how it is being used and who has access to it.

• The main privacy concerns surrounding AI is the potential for data breaches and 
unauthorized access to personal information. With so much data being 
collected and processed, there is a risk that it could fall into the wrong hands, 
either through hacking or other security breaches.

Source: Economic Times – AI and Privacy: The privacy concerns surrounding AI, its potential impact on personal data

what are the risks of ai?

https://economictimes.indiatimes.com/news/how-to/ai-and-privacy-the-privacy-concerns-surrounding-ai-its-potential-impact-on-personal-data/articleshow/99738234.cms


Privacy concerns surrounding AI
• According to ChatGPT's privacy policy, it gathers its information from three sources:

• Account information that you enter when you sign up or pay for a premium plan (your name, contact 
information, account credentials, payment card information).

• Identifying data it pulls from your device or browser, like your IP address, location, and usage data.

• Information that you type into the chatbot itself (the input, file uploads, or feedback that you provide)

• OpenAI shares this data with vendors, service providers, other businesses, affiliates, legal 
entities, and AI trainers who review your conversations. Also, the data collected is 
retained for "only as long as we need in order to provide our service to you, or for other 
legitimate business purposes.“

• This information may be used to provide outputs to future public queries potentially 
exposing sensitive and confidential information.

Source: Bitdefender – What data Chat GPT collects about you, and why is this important for your digital privacy

what are the risks of ai?

https://www.bitdefender.com/blog/hotforsecurity/what-data-chat-gpt-collects-about-you-and-why-is-this-important-for-your-digital-privacy/


Privacy concerns surrounding AI
• Samsung Bans ChatGPT Among Employees After Sensitive Code Leak

• The crackdown was prompted by the discovery of an accidental leak of sensitive internal source 
code by an engineer who uploaded it to ChatGPT last month.

• Although the severity of the leak remains unclear, Samsung is concerned that data shared with AI 
chatbots get stored on servers owned by companies operating the service like OpenAI, Microsoft, 
and Google—with no easy way to access and delete them.

• The company also fears that the sensitive data shared with the likes of ChatGPT could end up 
being served to other users, the report adds.

• By default, ChatGPT saves a user’s chat history and uses the conversations to train its models 
further, and while the platform allows users to disable this manually, it is unclear if this option 
retroactively applies to older chats.

Source: Forbes – Samsung Bans ChatGPT Among Employees After Sensitive Code Leak
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Spear phishing
• When you combine spear phishing with AI technology, you create shocking results. 

Scammers who hoard breached data from hacked websites can use AI technology to 
read that data and organize it into a highly targeted phishing attack.

Voice cloning
• Just from analyzing a small clip from an online video, scammers can replicate a voice to 

a chilling degree of accuracy and use it to call your loved ones pretending to be you. 
Phishing scammers can use voice cloning tech in numerous ways, and they all involve 
deception, preying on the weak, and pulling at your heartstrings.

Source: Microsoft – How AI is changing phishing scams
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Automated malware
• While software like ChatGPT has some protections to prevent users from 

creating malicious code, experts can use clever techniques to bypass it and 
create malware. For example, one researcher was able to find a loophole and 
create a nearly undetectable complex data-theft executable. The program had 
the sophistication of malware created by a state-sponsored threat actor.

More sophisticated attacks
• Threat actors can use AI to create advanced malware, impersonate others for 

scams, and poison AI training data. AI can also help attackers evade security 
systems like voice recognition software in attacks called adversarial attacks.

Source: Malwarebytes – AI in Cyber Security: Risks of AI
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• AI is a powerful tool that has many uses; however, it can introduce 
additional risk to the organization by opening up exposure to privacy 
risks, cyber security risks, fraud risks, not to mention that it can have 
unintended consequences impacting your customers and the 
communities they live in.

• Both individuals and organizations must take a holistic and proactive 
approach to use the technology safely.

Source: Malwarebytes – AI in Cyber Security: Risks of AI
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Audit any AI systems you use 
• By reviewing the adoption of AI technology at the vendor level, and the 

reputation of any AI system that they have adopted, helps to avoid security and 
privacy issues.

• Periodic audits of AI generated systems, including their data outputs, helps to 
identify vulnerabilities and highlight areas of AI risks and needed 
improvements.

Source: Malwarebytes – AI in Cyber Security: Risks of AI
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Restrict personal information from being shared to AI systems
• With incidents of sensitive and confidential information being exposed by 

artificial intelligence on the rise, we need to better understand the AI risks to 
privacy.
• Certain actions where companies have used AI to aggregate seemingly innocuous data to for 

efficiency reasons have ended up posing security risks and have breached privacy regulations 
like HIPAA.

• Understanding how AI systems access and handle data including where that data is located as 
well as AI secondary uses of that data can provide insight into how to avoid unintended 
privacy incidents.

Source: Malwarebytes – AI in Cyber Security: Risks of AI
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Data security 
• AI relies on its training data to deliver good outcomes. If the data is modified or 

poisoned, AI can deliver unexpected and dangerous results. To protect AI from 
data poisoning, organizations must invest in their security infrastructure to 
provide the necessary safeguards to prevent the exposure and manipulations of 
sensitive and confidential data.

Source: Malwarebytes – AI in Cyber Security: Risks of AI
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Staff training 
• The risks of AI are quite broad. Consult with experts in cyber security and AI to 

train your employees in AI risk management. Staff should learn to fact-check 
emails that may potentially be phishing attacks designed by AI. Likewise, they 
should avoid opening unsolicited software that could be malware created by 
artificial intelligence.

Source: Malwarebytes – AI in Cyber Security: Risks of AI
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Appropriate disclosure regarding the use of AI
• It has become imperative for businesses to adopt best practices for disclosing 

the use of AI tools in report generation. Such practices not only enhance the 
transparency and reproducibility of research but also ensures ethical 
considerations are adequately addressed.

• The transparency of methods, data sources, and limitations is not just an 
academic exercise but a moral and scientific obligation. It ensures the integrity 
of research findings, facilitates reproducibility, and safeguards against 
unintended consequences.

Source: enago academy – Disclosing the Use of Generative AI: Best practices for authors in manuscript preparation
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Source: enago academy – Disclosing the Use of Generative AI: Best practices for authors in manuscript preparation

Disclosing AI tools used for 
report generation is of 
paramount importance for 
several critical reasons
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Appropriate disclosure regarding the use of AI
• The ethical stance against designating LLMs and related AI tools without an 

appropriate governance and review framework is grounded in the principles of 
responsibility, accountability, transparency, and the understanding of AI’s role 
as a tool in the research process. Authorship carries with it a responsibility to 
stand behind the research, take accountability for its content, and address any 
issues or concerns raised by readers, reviewers, or the wider research 
community. AI tools, being non-legal entities, cannot fulfill this responsibility as 
they lack the capacity for moral judgment and accountability.

Source: enago academy – Disclosing the Use of Generative AI: Best practices for authors in manuscript preparation
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Next steps in developing a responsible AI adoption framework
• How do you maintain efficiency while reviewing outputs for factual errors or 

unintended bias?
• What due diligence is necessary to ensure that what is produced using AI is 

accurate and serves our company’s mission?

• How is AI being used successfully in our sector?
• What new AI roles and skills will we require?

• What are the costs and complexities of leveraging an AI solution?

how can ai be used responsibly?



thank you!
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